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Abstract 

 
The design and prototype implementation of a subset of an African indigenous language-based programming 

language has been carried out and reported. In this study, an evaluation of the processor developed for the native 

language-based programming language was carried out in order to assess its level of conformance to the 

characteristics required of a good software product as set by the international organization for standardization (ISO). 

The developed language processor was evaluated using some metrics for evaluating the quality of software systems 

including structural and time complexity. A usability test was also conducted to assess users' perception of the 

system concerning its relevance and ease of use. The result of the system evaluation indicated that the system 

contains 1558 lines of code, its cyclomatic complexity is 14 and its asymptotic time complexity is of order big oh O 

(n3), where n is the size of the input to the system. Over 86% of the participants in the usability test attested to the 

system's relevance while the usability rating was 86%. The developed system can be inferred to be of good quality 

as the results of its evaluation are positively on the high side for satisfying most of the ISO criteria for adjudging a 

software product as being of good quality. Furthermore, the high usability rating for the system indicates that the 

programming language whose compiler was evaluated satisfies most of the criteria set by the Department of Defense 

(DOD) for assessing the ‘goodness’ or otherwise of a programming language. 

 
Keywords: Language processor; Lexical item; Native language-based programming language; Software 
evaluation; Software product metrics. 
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1.0 Introduction 

 
A subset of a computer programming language (PL) based on the 

lexicons of an African indigenous language, specifically the Yoruba 

language, has been developed. Its design, as well, as its prototype 

implementation has been reported (Olatunji, et al., 2018; Olatunji et al., 

2019a; Olatunji et al., 2021). More than 30 million people in Nigeria, 

Africa have Yoruba as their first language, while the language is spoken 

by more than one hundred million people throughout the world 

(Eludiora, et al., 2015). 

 
An important rationale for developing the PL is to show that lexical 

items of PLs can also be adopted from the words of indigenous African 

languages like the words of English and Asian languages. According to 

Olatunji et al. (2018), the development of PLs based on the lexicons of 

African indigenous languages will improve computer-based problem-

solving processes by indigenous teachers and learners. This has also 

been shown by other research studies (Silva et al., 2020; Olatunji et al., 

2019b; UNESCO 2007; Pflepsen 2011). 

 
The developed programming language is a structured and compiled 

language with syntax similar to that of traditional BASIC. The processor 

developed for the PL is a compiler and was designed to consist of five 
 
(5) components: scanner, information table, parser, semantic analyzer, 

and code generation. Besides these components, three (3) other utility 

programs were developed in the system to enable a user/programmer 

to create, compile and run programs in the programming language. 

These utility programs are YorCompilerMain, YorC-KodeGen, and 

Yoreditor. In this study, the developed processor for the native 

language-based programming language (NLPL) was evaluated to 

assess the level of compliance with the characteristics required of a 

good software product as set by the International Organization for 

Standardization (Rick-Rainer 2013). 
 
1.1 Concept of software evaluation 
 
Software evaluation, also sometimes called software metrics, has to do 

with the assessment of a software product and the process by which it 

is being developed. Software metrics provide quantitative methods for 

assessing the quality of software (Debbama et al., 2013). The 

Evaluation of software helps in understanding, controlling, and 

improving the software development processes and the resulting 

software product (Singh et al., 2008). According to Jah (2008), the 

knowledge and information obtained from software evaluation can be 

used to manage and control the development process which will 

eventually lead to improvement of the resulting software product. 

Software evaluation is broadly divided into two categories: software 

process evaluation and software product evaluation. 

 
1.1.1 Software process evaluation 
 
Software process refers to a set of activities that are partly ordered and 

carried out to manage, develop and maintain software systems. It 

centres on the development process rather than the product's output 

(Acuna and Juristo, 2005). Software process evaluation involves 

analyzing the activities that are undertaken in an organization to 

produce a software system. The utmost aim of process evaluation is to 

improve the quality of software products (Acuna and Juristo 2005). 
 

 
 
 
Software process metrics describe the effectiveness and quality of the 

process that produced the software product. These include effort, time, 

and the number of times defects were found during testing (Singh et al., 

2008). Software process evaluation is not further described beyond 

this point in this paper as it is not the focus of this research. 

 
1.1.2  Software product evaluation 
 
Software product evaluation, the focus of this paper, can be described 

as the assessment of the quality characteristics of a software product 

(Trendowicz and Punter 2008). Software product evaluation addresses 

and assesses the quality of a software product. The international 

organization for standardization (Rick-Rainer 2013) describes six 

quality characteristics of a software product. These are functionality, 

reliability, usability, efficiency, maintainability, and portability (Jah 

2008). The degree to which a software product complies with these 

quality characteristics will be the degree of its quality rating by 

customers. 
 
This paper reports on the outcome of the evaluation of the processor 

developed for the PL using standard metrics for evaluating the quality 

of software systems. The paper is organized into sections. Section two 

is on the review of the literature and related work. The third section 

hints at the methodology employed for the research. Discussion on the 

results obtained is provided in section four, while the last section is on 

the findings of the research. 

 

2.0  Review of literature and related work 
 
Software evaluation is an important aspect of software engineering 

(Awan et al., 2015) whose ultimate goal is to find methods used for 

developing high-quality software products at a reasonable cost (Sacha 

2005). Thus the quality of a software product is a key factor and plays 

a crucial role in business success (Alnanseri 2020). Software quality, as 

cited by Madadipouya (2018) is defined by Sacha (2005) as consisting 

of two things: conformance to specifications and meeting customer 

needs. Many metrics exist for measuring the quality of a software 

system. 

 
2.1  Review of related work 
 
Some scholars have worked on the evaluation of software products and 

software processes. Molner et al (2020) carried out a comprehensive 

evaluation of software metrics that are widely associated with software 

product quality. A study in software quality assurance in the case of a system 

called Therac-25 was carried out by Madadipouya (2018). Therac-25 is a 

linear medical accelerator that was used to treat cancer patients of different 

types. The paper pointed out that the lack of proper deployment of software 

quality assurance was the cause of many incidents in the system. Debbama 

et al (2013) carried out a review and analysis of software complexity 

metrics in structured testing. The work presented an analysis by which 

developers and testers can minimize software development costs as well as 

improve testing efficacy and quality. A brief overview of software quality, 

software metrics, and software metrics methods that could be used to 

predict and measure 
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specific quality characteristics of software was provided by Jah (2008). In 

his work, a sample program developed in Java was evaluated using three 

software product metrics: size metric, complexity, and defect metrics. Sacha 

(2005) described a method that was used to evaluate the expected as well 

as the actual quality of a huge software that was developed in the year 2003 

– 2004 to support the Common Agriculture Policy of the European Union in 

Poland. Recommendations on what to do to enhance the quality of the 

product were also provided. 

 
2.2  Review of software system evaluation metrics 
 
Many metrics have been used in evaluating a software system. These 

include but are not limited to product size, cyclomatic complexity, time 

complexity, usability, mean time between failure (MTBF), mean time to 

recover / repair (MTTR) and application crash rate (Olatunji 2019). Only 

the ones employed in this research are briefly reviewed here. 

 
2.2.1  Product size 
 
The product size metric is one of the most widely used metrics for 

evaluating a software product (Singhal et al., 2014) while a count of 

source lines of code (SLOC) has been the most commonly used size 

metric. The SLOC is a software metric used to measure the size of a 

computer program by counting the number of lines in the text of a 

program’s source code. It is sometimes expressed as kilo lines per code. 
 
SLOC is typically used to predict the amount of programming effort 

that would be required to develop a program as well as to estimate the 

programming productivity and /or maintainability once the program 

is produced. In general, SLOC is calculated as the total lines of the 

source code excluding the blank and comment lines 

 
2.2.2  Cyclomatic complexity 
 
Another commonly used metric to evaluate a software product is the 

cyclomatic complexity which measures the structural complexity of 

the software. The metric measures independent paths through a 

source code (Stein et al., 2005). The metric was developed by Thomas 

McCabe in 1976 (Fleck 2007). The metric can informally be described 

as the number of decision points plus one (Fleck 2007). 
 
Formally, the metric is based on a control flow representation of the 

program. Control flow depicts a program as a graph that consists of 

nodes and edges. In a graph, nodes represent processing tasks, while 

edges represent control flow between the nodes. Mathematically, the 

complexity of a program can be defined (Olabiyisi 2005) as: 

 

          𝑉(𝐺) = 𝐸 − 𝑁 + 2 

  
 
where E is the number of edges and N is the number of nodes. 

Alternatively, the cyclomatic complexity of a program can be defined 

as: 

                  𝑉(𝐺) = 𝑃 + 1 
 

where P is the number of predicate nodes (node that contains 
conditions). McCabe’s recommendation is that a program being 
developed should be split into smaller modules if its cyclomatic 
complexity is more than 10.  

 
 

 
At a later time, however, the National Institute of Standards and 

Technology (NIST) recommended that, in some circumstances, a 

cyclomatic complexity of up to 15 is acceptable (Jones and Hogenson 

2021). 

 
2.2.3  Time complexity 
 
The time and memory space used by an algorithm/program are the two 

measures of the efficiency of the program/algorithm. More commonly 

the time required for executing an algorithm/ program is used to 

determine the efficiency or time complexity of the algorithm/program. 

In the analysis of an algorithm, the worst-case running time is usually 

estimated as the function of the input size. The time complexity of an 

algorithm M is the function f(x) which gives the running time of the 

algorithm in terms of the size x of the input data (Lipschutz and Lipson 

2007). In general, it is the function that gives the worst-case running 

time of the algorithm in terms of the size of the input. The running time 

for an algorithm/program can be estimated using the method of 

asymptotic analysis (Olabiyisi 2005) and expressed with the big O-

notation without having to implement the algorithm (Cormen, et al., 

2009). 
 
Asymptotic analysis is a technique used to estimate the running time 

complexity of an algorithm as its input size tends to infinity. An 

algorithm's growth rate or running time is usually approximated to a 

function that can be linear, quadratic, logarithmic, or even exponential. 

In general, an algorithm with the big-O notation of order O(log n) is 

faster than the one with O(n); likewise, the one with O(n) is more 

efficient than the one with O(n2), where n is the input size (Cormen, et 

al., 2009). 

 
2.2.4  Usability Test Rating 
 
Usability testing refers to an assessment of a product or service by 

testing it with prospective representative users. The test describes the 

level of ease with which a product like the one being reported can be 

used by the audience for which the system was developed. According 

to Okhovati et al (2016), usability testing is the second most used 

evaluation research method and the method that has the greatest 

impact in making products better. In usability testing, participants are 

requested to make use of the developed system and provide an 

assessment of their perception of the system. The participants 

represent "real users", doing the "real thing"; after which they can 

provide an assessment of their perception of the system. 

 

3.0  Methodology 
 
The evaluation of the developed Yoruba-based PL was carried out by 

using quantitative and qualitative metrics., The system was evaluated 

using software product metrics in the quantitative approach;, 

specifically size and complexity. In the qualitative approach, the system 

was evaluated by conducting usability testing to assess users' 

perception of the system concerning its relevance and ease of use. 

 
3.1  Product size metric 
 
The product size metric used for evaluating the developed Yoruba-

based compiler is the count of the source lines of code (SLOC) described 

in Section 2.2.1. 
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The size of the system developed in this research was obtained by summing 

up the SLOC of all the functions and modules in the system. The SLOC for 

each module within each of the six main programs has been calculated by 

subtracting the blank and comment lines from the total source lines. 

 
3.2  Cyclomatic complexity metric 
 
Another quantitative metric used for evaluating the developed system 

is the cyclomatic complexity described in Section 2.2.2. While it is 

possible to compute the cyclomatic complexity of a program by using 

such tools as Cyvis (Jah, 2008), in this research, cyclomatic complexity 

was computed manually. 

 
3.3  Time complexity metric 
 
The developed system was also evaluated using the time complexity 

described in section 2.2.3. The method of asymptotic analysis was used 

in estimating the time complexity of the developed Yoruba-based 

programming language 

 
3.4  Usability testing 
 
The developed Yoruba-based compiler system was also evaluated by 

conducting a usability test. The goal of conducting this test is to 

evaluate the developed programming language (PL) and its compiler 

in terms of usability as well as the relevance and usefulness of the 

system relative to similar English-based PLs, such as BASIC, FORTRAN, 

and others. The selected audience for the test was requested to write 

simple but meaningful programs in the developed PL and then make a 

comparison with their experience in some similar English-based PL 

with which they are satisfactorily familiar. The comparison was made 

in terms of the following criteria: 
 
• Ease of understanding the PL’s Syntax and semantics 
 
• Ease of use (in programming) 
 
• User-friendliness of the user interfaces of the IDE 
 
• Efficacy / Effectiveness/ usableness 
 
• Relevance / Usefulness 
 
Most of these criteria are also part of the US, Department of Defense 

(DOD)’s criteria for assessing and adjudging a programming language 

to be of good quality as far back as 1978 (Chen et al., 2005; Sebesta 

2012). 

 
Participants in the usability test comprised seven (7) computer 

science students in a private University: one female and six males; one 

300 Level and six 400 Level students. Usability testing experts like 

Jakob Nielson, as quoted by McCraken (2016), recommended that 5-8 

participants are sufficient for the test as they will provide 80% -95% 

of the usability issues of the system. Six (6) out of seven (7) of the 

participants were in the last semester of their graduating year and 

were also good in programming in some of the English-based PLs like 

Java and C++. 

 
 

 
Furthermore, all the participants were fluent in spoken Yoruba and the 

user operating manual provided during the test was simple enough for 

all of them to comprehend the syntax and semantics of the Yoruba-

based PL These participants were made to write, compile and run two 

simple programs in the programming language and then to assess the 

programming language and its compiler by completing a usability 

assessment questionnaire. In the questionnaire, participants were 

required to assess the Yoruba-based programming language based on 

the criteria specified above using a Likert scale of 1 to 5, where 1 is the 

least and 5 is the highest. 

 
3.5  Sufficiency of the employed metrics 

 
It is to be remarked that the evaluation metrics employed in this work as 

explained in section two are adequate in assessing the programming 

language and its processor. First, the developed system has been tested and 

reported to satisfy its functional requirements (Olatunji et al., 2021). This is 

also confirmed by the outcome of the usability test as will be seen in section 

four. Functionality is a major requirement of a good software product 

according to ISO standards (Rick-Rainer 2013). Secondly, cyclomatic 

complexity deals with the structural complexity of the system. It is a 

measure of the testability as well as the ease of maintainability of a system. 

By ISO standards, ease of maintainability ranks high among the qualities and 

requirements of a good software. An acceptable level of maintainability has 

been benchmarked by NIST (Jones and Hogenson 2021). 

 
 
Usability testing measures the relevance, usefulness as well as ease of 

use of a system. This factor is also one of the quality characteristics of a 

software product as per ISO standards. Furthermore, as earlier alluded 

to, usability testing is the second most used evaluation research 

method. In addition, most of the qualities of the PL required to be 

assessed by participants in the usability test are part of the criteria set 

out in 1978 by the US, Department of Defense (DOD), Washington DC 

(Chen et al., 2005; Sebesta 2012) to be met by a good PL. The DODs 

criteria have since been a reference for PL evaluation. 

 

4.0  Results and Discussion 
 
The results obtained from the evaluation of the system are presented 

in this section. 

 
4.1  Result of SLOC computation 
 
The summary of the SLOC computed for the system is shown in Table 1.  
The SLOC metrics represent the size of the system developed as well as the 

sizes of each of the main program components of the system. As can be 

observed in Table 1, the total actual source lines of code (SLOC) is 1558. This 

indicates the non-triviality of the programming effort involved in 

developing the system; more so that only a few constructs were used for 

prototype implementation. Apart from the main module of the scanner, 

whose cyclomatic complexity is 1 all other modules have their SLOC to be 

less than 60, which is the commonly recommended size of a good program 

module (Jones and Hogenson 2021). 

 
4.2  Result of evaluating cyclomatic complexity of the system 
 
The calculated results of cyclomatic complexity for the system are 

shown in Table 2. The module with the highest cyclomatic complexity 

in a program determines the cyclomatic complexity of the program. 
 
  

X |This journal is © The Nigerian Young Academy 2022 Annals of Science and Technology 2022 Vol. 7 (1) xx-xx 



Olatunji et al., 2022 An Evaluation of a Language Processor  
 

 
From Table 2, the cyclomatic complexity of the system is 14, which is 

the cyclomatic complexity of the Semantic Checker component of the 

system because the semantic checker has the highest cyclomatic 

complexity. 
 
According to the recommendation of MacCabe (Olabiyisi 2005), the 

system can be said to be moderately well structured, have moderate 

complexity and medium testability with moderate cost and effort. 

Going by McCabe's earlier recommendation that case statements 

should be exempted from the complexity of a program module (Jones 

and Hogenson 2021), the cyclomatic complexity of the semantic 

checker and those of other main components of the developed system 

is far less than 10, the acceptable degree of structural complexity. Thus 

by these recommendations, the developed system can be said to be 

well-written and structured, have high testability and requires low 

maintainability cost and effort. Furthermore, according to the later 

recommendation of NIST (Jones and Hogenson 2021) that cyclomatic 

complexity of up to 15 is acceptable, the developed system is very well 

structured and written, has high testability and requires less effort and 

cost in maintaining it. 

 
4.3  Result of evaluating the time complexity of the system 

 
The asymptotically estimated worst-case running time complexities for the 

program components of the system are as shown in Table 3. The module 

with the highest asymptotic value determines the time complexity of a 

program component, while the program that has the highest asymptotic 

value determines the time complexity of the system. From Table 3, the 

worst-case running time complexity of the developed system is of order 

O(N3), where N is the size of the input to the system. This is the worst-case 

running time of both the scanner and the parser. The big O-notation is used 

to describe the asymptotic upper bound of the size of the input to the 

system. This time complexity agrees with Earley Jay's algorithm as cited by 

Tomita (2013). 

 
4.4  Result of usability testing 
 
In the questionnaire, participating users were made to provide a candid 

assessment of the programming language and its compiler by rating the 

language on the six criteria shown in the second column of Table 4. on a 

Likert scale of 1 to 5 where 5 is the highest and 1 the least. Furthermore, 5, 

4, 3, 2, and 1 respectively stand for very good, good, average, poor and very 

poor. It is to be remarked that assessment criteria 1, 2 and 3 measure the 

system's ease of use, criteria 5 and 6 measure the system's degree of 

relevance, while criterion 4 measures the system's performance in terms of 

speed of programming. The result of the responses of the users is contained 

in Table 4. 

 
 
From the result of the analysis in Table 4., and the users' perception of 

the system, the programming language's syntax and semantics are very 

easy to understand (because 100% of the participants attested to this); 

easy to use for programming and its user interface is moderately user-

friendly (as indicated by 86% of the participants). Furthermore, the 

programming language and its compiler are also usable and effective 

(as attested to by 86% of the participants) while the programming 

language is very much desired as indicated by 100% of the 

participants. These percentages are the sum of ‘very good’ and ‘good’ 

responses. 

 
 

 
Table 1: Summary of SLOC metric for the Yoruba Compiler  

S/No Program Number Total Total Total 
 Name of SLOC Comment Actual 
  Modules in and SLOC 
   QB64 blank  

   Editor Lines  
      

1 Yoruba  Compiler 6 147 37 110 
 IDE     

2. Scanner 17 478 147 331 

3. Parser 13 573 131 442 

4. Info Table 5 291 78 213 
 Builder     

5. Semantic checker 8 418 109 309 

6. Code Generator 9 197 61 136 

7. YorubaC_KodeGen 1 17 5 12 

8. YorubaEditor 1 11 6 5 

 Total 60 2132 574 1558 
      

 
Table 2: Summary of Cyclomatic complexity for the Yoruba Compiler  

 S/No Program Name Highest Cyclomatic 
   Complexity 
    

 1 Yoruba Compiler IDE 5 
 2. Scanner 9 
 3. Parser 12 
 4. Info Table Builder 10 
 5. Semantic checker 14 
 6. Code Generator 9 
 7. YorubaC_KodeGen 1 
 8. YorubaEditor 1 

  

 Table 3: Summary of Time Complexity for the Yoruba Compiler 
 S/No Program Name Highest Asymptotic 
   value in terms of big 
   O-notation 
    
 1. Yoruba Compiler IDE N 

 2. Scanner N3 

 3. Parser N3 

 4. Info Table Builder N2 

 5. Semantic checker N2 

 6. Code Generator N2 

 7. YorubaC_KodeGen 1 

 8. YorubaEditor 1 
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Table 4: Result of Users’ Evaluation of the Developed System    
            

S/No Criteria /   5 4 3 2 1 Response Response  

  Likert Items  Very Good Average Poor Very Mean Mode  

     Good    Poor    
            

1. Ease  of 5 2       

  understanding 71% 29% - - - 4.71 5  

  The PL’s         

  Syntax and         

  semantics          

2. Ease of using 4 2 1      

  the system for 57% 29% 14% - - 4.43 5  

  programming         

3. User-   3 3 1 - -    

  friendliness of 43% 43% 14%   4.28 5  

  The user         

  interfaces           

4. Performance 1 4 2      

  (in  terms of 14% 57% 29% - - 3.86 4  

  Speed  of         

  programming)         

5. Efficacy  / 4 2 1 - -    

  Effectiveness/ 57% 29% 14%   4.43 5  

  usability           

6. Usefulness / 6 1 - - -    

  Relevance of 86% 14%    4.86 5  

  the PL           
             

 

 

5.0  Conclusion  
Based on the metrics used for evaluating the developed system and the 

results obtained as discussed in section IV, it can be inferred that the 

developed system is good. This is because the system sufficiently satisfies 

most of the criteria for adjudging a software product as being good, 

especially the criteria set by ISO standards. For example, cyclomatic 

complexity, which among other things, measures the ease of maintaining 

a system is 14. This value is within the acceptable level of maintainability 

as benchmarked by NIST. Furthermore, the high usability rating 

expressed by the participants of the usability test (86% both for ease of 

programming and user-friendliness of the system’s user interface) 

confirms that the PL is well-defined (syntactically and semantically), 

expressive, satisfactorily orthogonal and very pedagogical. These are 

some of the criteria set by the Department of Defense (DOD), Washington 

DC for assessing whether a PL is good or not (Chen et al., 2005). For 

future work, the developed language processor, like any other software 

product, could be evaluated on other software product metrics such as 

mean-time between failure (MTBF), meantime time to recover (MTTR) 

and application crash rate (Olatunji 2019). Other metrics include 

Halstead software science, maintainability index (Molner et al., 2017) 

and others. 
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